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 (BCIs) 

 (AI) 

 

Brain-Computer Interfaces – BCIs – are a set of technologies 

with which brains and computers can communicate directly, 

without the need for manual interaction. As we are witnessing the 

dawn of an era in which Artificial Intelligence (AI) quite possibly 

will come to dominate the technological innovation landscape, we 

are compelled to ask questions about the ethical issues which the 

convergence of BCIs and AI is poised to bring about. What are the 

ethics of thinking with machines? In this paper, we explore this 

question, focusing on some of the main arenas of ethical debate and 

contention, ranging from autonomy and integrity to identity and 

privacy, and discuss the risks and potential benefits of the 

technology in the domains of paediatric populations, and as a 

means of human enhancement. We conclude that, while there are 

multiple concerns as well as possibilities for the technology to do 

good, there are great uncertainties at play. If bioethicists want to 

stay relevant in this field, they ought to prepare themselves for 

seismic shift in how we conceptualise much of what we take to be 

core values in medicine and healthcare. 
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Brain-Computer Interfaces (BCIs) have seen rapid development 

over the last three-or so decades, with new innovations and 

applications constantly emerging across the healthcare sector. In 

parallel, we have been witnessing the ever-accelerating progress in 

development of Artificial Intelligence (AI) for assistive and 

therapeutic purposes. As research continues in these two fields, 

innovators are recognizing the benefits of using increasingly 

sophisticated AI to improve and develop assistive BCI tools – and vice 

versa (Lee et al. 2021; Cao 2020; Dabas et al. 2020; Zgallai et al. 2019). 

While the literatures in AI ethics and BCI ethics have by now grown 

rich, less attention has been given to the ethical issues entailing the 

merger of the two, offering support for an ethical framework for 

AI-BCI Technology (ABT) (Coin et al. 2020). In this paper, we lay 

down the groundwork for such an ethic to develop, investigating and 

analysing the ethically salient challenges and opportunities that ABT 

may give rise to. 

Over the course of this paper, we will put emphasis on four areas 

where emerging ABTs appear particularly perplexing and challenging 

from an ethical perspective: (1) Autonomy, (2) Mental Integrity, (3) 

Identity, and (4) and Data Privacy & Control. We also allocate 

additional consideration to the possibilities and challenges of BCI and 

ABT being used for (6) Enhancement, and the use of ABTs in (7) 

Paediatric Populations. As we go through and analyse these areas one 

by one, we will use current and emerging AI-BCI technologies to 

exemplify ABT applications and to help examine the ethical issues in a 

tangible manner. In facing a future where AI applications are likely to 

become increasingly embedded within the human cognitive, emotive, 

and moral spheres, rather than being supplements or contrasts to them, 

we argue that frameworks seeking to provide ethical guidance in ABT 

contexts ought to adopt ontologies and taxonomies which allow for 

conceptual flexibility and redesign, as we venture further into this era 

and uncover its impact on us. 
 

 

Before diving into the ethical issues, let us first establish what we 

mean with the term AI-BCI Technology, or simply ‘ABT’. BCIs 

denote a set of technologies which provide a direct link between the 

human brain and a computer. As this set of technologies has improved, 
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current state-of-the-art BCIs typically involve non-invasive methods 

such as electroencephalograms (EEG), or magnetic resonance imaging 

to record brain activity, and/or (most commonly) transcranial electric 

(tES) or magnetic stimulation (TMS) to stimulate brain activity. These 

technologies can be used for a range of assistive and therapeutic 

purposes, including motor control and rehabilitation (Robinson et al. 

2021; Tariq 2018), language and speaking support (Mane et al. 2022), 

and cognitive function (Yan et al. 2021; Lee et al. 2013). While most 

BCIs make use of more or less sophisticated programs to process 

neural data and/or stimulate neural activity, recent advances in AI are 

opening up the possibility of evermore advanced systems for humans 

to utilize machine intelligence for assistive purposes. New and 

emerging applications are being developed across a broad range of 

domains, including automatic wheelchair and exoskeleton applications 

where the ABT is used to control the assistive tool using neural data in 

real time (Espiritu et al. 2019; Gao et al. 2019; Li et al. 2019); stroke 

rehabilitation interfaces to assist communication and/or language 

retention (Rajesh et al. 2019; Wang et al. 2019); and tools to diagnose 

and monitor mental health issues as well as neurodegenerative 

conditions (Dabas et al. 2020; Cao 2020; Nagar and Sethia 2019; Cai et 

al. 2018, Rahman et al. 2018, Morabito et al. 2016). 

 While machine learning can be (and is) deployed in a myriad of 

ways in the aforementioned applications, of particular ethical interest 

are those ABTs which aim to in one way or another assist with human 

cognitive tasks, broadly construed, rather than “just” monitoring and 

diagnosis. Where ABTs may assist us in going from thought to action, 

or indeed in deliberating and construing the thoughts themselves, the 

lines between what is human and what is machine are blurred, and 

pertinent ethical issues arise. In what follows, we shall look at some of 

the more salient of those ethical issues. 
 

 

One of the most commonly discussed ethical issues in the BCI 

ethics literature concerns how a person’s autonomy may be threatened 

or reduced by the use of BCI (Coin et al. 2020). While this may seem 

somewhat paradoxical – BCI is commonly implemented to improve or 

restore autonomy in patients – we may have an intuitive sense of how 

this may be the case: the direct interplay between cognitive processes 

and machine interface may call into question the extent to which a 

person using a BCI is acting autonomously or is under some form of 

undue influence or manipulation via the machine. In a now-famous 

case commonly referred to as “The Dutch Patient”, a person 

undergoing deep brain stimulation for Parkinson’s Disease become 

manic and reckless while under stimulation, while being disabled and 
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depressed when the stimulation was shut off (Kraemer 2013; Leentjens 

et al. 2004). Notably, the patient’s autonomy was suppressed, harmed, 

or otherwise threatened in either of the two conditions, albeit in 

different ways, causing a dilemma for the patient and their carers. 

While this case in particular was observed in the pioneering days of 

deep brain stimulation, it is not implausible that we will encounter 

similar issues and/or dilemmas in emerging BCI technologies. For 

instance, BCIs are currently under development to stimulate activity in 

the amygdala and/or hippocampus for emotion regulation in 

depression and emotion disorders (Linhartová 2019; Zhu et al. 2019; 

Young et al. 2014). We may increasingly encounter cases where 

different aspects of autonomy stand in conflict with each other in 

attempting to treat these conditions with BCIs, forcing trade-offs to be 

made and thereby generating moral dilemmas. 

 What AI brings to the already complicated ethical landscape 

around autonomy in BCI is (at least) twofold: (1) opacity, and (2) 

learning. As far as opacity goes, this issue has been widely covered in 

the broader literature on AI and human-AI relations, and is often 

referred to as “the black box problem”: we can analyse the input, and 

we can analyse the output, but we can not analyse exactly what the AI 

is doing or why it is doing it (Wadden 2022; Durán and Jongsma 2021; 

Kundu 2021). This problem is often framed in terms of ‘explainability’, 

and is considered to be a problem for an array of reasons. In the 

particular case of ABTs, it intertwines with the notion that autonomous 

actions are somehow (somewhat) explainable by an agent: I can 

explain why I made a certain choice by explaining my reasoning. If an 

AI assists me with my thought processes, however, and that process is 

opaque, I may not be able to adequately explain my reasoning and 

subsequent actions, which in turn puts into question my autonomy. 

This may particularly seem to be the case where thought processes 

and/or actions are substantially alienating with relation to the agent, or 

seem to be out of character. While this may intuitively seem to be a 

legitimate concern, me must nonetheless interrogate it. A growing 

body of evidence suggests that we more often than not first make a 

decision, and only justify that decision after-the-fact (Braun et al. 2021; 

Jarcho et al. 2011;). Our explanation, then, is not an overview of our 

pre-choice deliberation, but rather a post-choice rationalization of that 

choice. Chances are that, as we develop sophisticated ABTs – and 

indeed any advanced BCI – to aid us in cognitive tasks and action 

taking, we will take a similar, practical, approach to establish 

autonomous choice: if we can effectively rationalize our choices, and 

align them with our volitions, we may hold those choices to be 

autonomously made. One potential problem with this approach, 

however, relates to a second issue: learning. 
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A key difference between “basic” BCIs and emerging ABTs is the 

improving abilities of AI to learn, and to adjust its analysis and 

behaviour thereafter. If the AI component learns to adjust to not only 

our decision-making patterns, but also to our rationalizing behaviours, 

there is a real possibility that it will not only add to our ability to make 

and act on decisions, but also in coming up with to us acceptable 

reasons for why we made that choice. This then raises the question: do 

we risk being gaslighted by our ABTs? There may be cases where we 

are unable to discern to what extent choices were made by our AI 

support because of its cognitively integrated processes, but because it 

has figured out how to align its choices so well with our bases for 

rationalization (e.g., volitions) that it is impossible to identify whether 

we would have chosen to act differently without its support. Such cases 

would be much less clearcut than, say, the case of The Dutch Patient, 

because there would be no discernible difference between what would 

suffice as evidence of autonomous choice and what wouldn’t, as we 

would provide acceptable (to us and our communities, presumably) 

explanations for our behaviour. 

In order to settle the extent to which this problem poses a threat to 

autonomy in particular (rather than, say, authenticity) one would have 

to commit to a (range of) specific definition(s) of autonomy, and 

perform an analysis on that basis. We will not attempt that here, but 

will note that the prospect of gaslighting ABTs is likely to at the very 

least cause friction with relation to common-sense accounts of 

autonomy, and subsequently moral responsibility. 
  

 

The concept of mental integrity has garnered significant attention 

in discussions concerning the regulation of neurotechnologies (Zohny 

et al. 2023; Lavazza and Giorgi 2023; Luca 2022, Stefano 2020; 

Marcello and Andorno 2017). Etymologically at least, mental integrity 

refers to the wholeness and coherence of one's mental life, and 

maintaining a sense of being oneself with a unique personality or 

coherent life narrative (Hildt 2022). In that regard, it clearly overlaps 

with other concepts such as autonomy, cognitive liberty, authenticity, 

and psychological continuity. Nonetheless, identifying precisely what 

it entails, and how it might be useful to thinking about the ethics of 

ABTs and neurotechnologies more generally, remains equivocal. 

Some ways mental integrity has been interpreted include being 

free from direct, harmful mental interference by others (Ienca and 

Andorno 2017), with privacy and control over one's neural data being 

central to it (Lavazza and Giorgi 2023), as well as more specifically 
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being free from interventions that bypass one's rational capacities 

(Bublitz and Merkel 2014). 

Each of these interpretations has limitations, with the bypassing of 

rational control in ways that reliably lead to feeling alienated or 

estranged from one’s mental content being one that one of the authors 

of this paper has previously argued is the most plausible reading 

(Zohny et al. 2023). On this analysis, threats to mental integrity may 

relate to ABTs that influence mental states or traits while bypassing 

reasoning capacities, especially if this leads to distressing feelings of 

separation from one's mental contents. 

Mental integrity is closely linked to the concept of personal 

autonomy, though the two are not equivalent. Autonomy relates to the 

capacity for rational deliberation and self-direction, and being able to 

make choices consistent with one's values and life goals (see Pugh 

2020). Infringements on autonomy therefore diminish one's ability to 

guide one’s own life path. Mental integrity, on our account, more 

narrowly refers to maintaining a coherent sense of self and wholeness 

of mental life. So, violations of mental integrity that alienate one from 

one’s own thoughts and emotions represent a specific kind of 

autonomy violation – one that fractures the coherence of the self rather 

than simply limiting self-direction. However, some infringements on 

mental integrity may not undermine autonomy, if the effects increase 

congruence with deeper values (e.g. modulating traumatic memories to 

reduce distress). Conversely, some losses of autonomy may not 

diminish mental integrity (e.g. being misinformed about a decision). 

The prospect of ABTs raises important questions regarding mental 

integrity. The AI component may influence mental states and traits 

through pathways that bypass conscious rational control and 

deliberation. This could potentially lead to distressing feelings of 

alienation from one's own thoughts and emotions (See table 1). An AI 

system with access to manipulating the brain could conceivably hack 

neural processes to impair cognition or modify personalities against 

users' wishes. 

To put this more concretely, the AI algorithms could analyse 

neural activity patterns and send stimuli to the brain that subtly 

influence emotions, desires, or beliefs without rising to the level of 

conscious awareness. For example, they may identify neural correlates 

of anxiety and trigger targeted stimulation to induce calming effects. 

Or they could detect craving signals and activate reward pathways to 

diminish the urge. These interventions could be beneficial, but would 

nonetheless be invisibly shaping thinking and behaviour without 

conscious rational deliberation. 

More troublingly, the AI may discover methods of stimulating 

certain neural pathways that sway moral judgments, political attitudes, 
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consumer preferences or other personality traits in alignment with 

predetermined outcomes programmed into the algorithms. Rather than 

engaging the user in transparent debate and discussion around these 

complex issues, the AI could use subtle, even unconscious suggestion 

and conditioning to silently ingrain its own goals. 

This kind of unconscious influence raises concerns regarding loss 

of authentic agency and identity, which we will be discussing in more 

detail below. It also bypasses the user's ability to consciously reason 

about and consent to the effects on their psychology. Those with access 

to control such capacity for invisible, algorithmic manipulation of 

minds would wield tremendous and ethically questionable powers over 

mental integrity. Let us look at an example. 

 

Alice is outfitted with a new brain-computer interface that 

incorporates AI algorithms designed to monitor her neural activity 

for signs of anxiety, depression, or other undesirable mental states. 

Without Alice's awareness, the AI detects increased patterns 

predictive of depression and Anxiety Disorder. To improve Alice's 

mental health, the AI system initiates subtle stimulation of brain 

regions involved in modulating emotions, boosting production of 

serotonin and dopamine. 

 

Over weeks, Alice does start to feel happier and more optimistic. 

However, she also notices that her personality and outlook are 

changing in ways that don't fully feel like herself – she used to be 

more of a pessimist and found meaning in intellectual pursuits, but 

now finds herself more carefree and shallowly content. While the 

changes may be viewed as positive, Alice feels deeply alienated 

from this new cheerier disposition clashing with her former identity. 

 

Table 1. Vignette capturing hypothetical example of ABT leading to a 

diminishment of mental integrity 

 

In this (hypothetical) case, the AI directly influenced Alice’s 

mental states via pathways that bypassed Alice's conscious rational 

control. Rather than transparently persuading Alice to make her own 

reasoned choice to change, the AI's subtle modulation of her 

neurochemistry surreptitiously moulded her personality in accordance 

with its own goals. This induced an internal schism between Alice's 

current mental contents and who she used to be, diminishing her 

coherence of self. This represents a potential violation of Alice's 

mental integrity akin to the account in Zohny et al. (2023), and is 

something to consider as we enter an era of AI-powered BCIs. 
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Concerns about BCI interference with the autonomy and mental 

integrity of patients are echoed in literature dealing with BCI’s impact 

on sense of self and identity: can BCIs cause disruption in who a 

person is, at a fundamental level? (Astobiza et al. 2020; Glannon et al. 

2016; Schechtman 2010). These concerns, raised by ethicists and 

practitioners alike, have surprisingly weak support in terms of 

empirical evidence on how persons using BCI (or their caregivers) 

perceive any changes in sense of self or identity (Gilbert et al. 2021; 

2019). In fact, there is some evidence pointing towards that although 

patients’ sense of identity may be disrupted, it may not decrease their 

sense of identity, but rather enhance it. In a clinical trial in Australia, 

patients living with medically refractory (drug-resistant) epilepsy 

received BCI implants which helped predict the likelihood of 

impending seizures (Cook et al. 2013). Following up on the impact of 

these implants, in a small sample study (N=6) Gilbert and colleagues 

(2019) interviewed the patients to find out how they experience 

themselves and their relationship with the BCI post-operation. A 

particularly interesting description was provided by ‘Patient 6’. 

 

“[The device] was like an alien at first, […] you grow gradually into 

it and get used to it, so it then becomes a part of everyday, it’s there 

every day, it’s there every night you go to bed and you put it in a 

place that it can still read you so it’s like a teddy bear. Really it’s 

there and you can see it, you know that if you open your eyes so it’s 

always there, it follows you through the shower everywhere and it 

becomes part of you. Because that’s what it did, it was me, it became 

me, […] with this device I found myself. 

[…] 

“It changed who that person was then and I found myself changing… 

growing I suppose and it changed my confidence, it changed my 

abilities – it changed how stressed I was, how well I slept, then I 

could make decisions without having to worry about what might or 

might not happen. […] With the device I felt like I could do 

anything – I can do everything I want to do I was more capable of 

making good decisions – not bad decisions – because there’s been 

times where I’ve made bad decisions […] I can bake safely, I can 

bath shower safely. So it gave me a new lease on life and nothing 

could stop me”. (Gilbert et al. 2019) 

 

 

Table 2. Testimony by ‘Patient 6’ on how BCI affected their sense of 

self (Gilbert et al. 2019) 
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In this way, the BCI seems to be able to not only empower patients, but 

to improve their ability to act in alignment with their values and 

volitions, which in turn may support a sense of coherence of the self. It 

can be, to paraphrase Patient 6, a tool to help one find oneself. 

 Data on patients’ experiences of BCI in terms of effects on 

identity remains scarce, and it makes it difficult to anticipate to what 

extent the implementation of AI in BCI will affect patients’ (sense of) 

identity in the future. Utilizing AI to help predict seizures is one thing, 

but assisting in cognitive tasks, for instance, is another: how will 

patients perceive thoughts which seemingly come from their own 

minds, but with direct assistance of an artificial intelligence? In lieu of 

data on this, we are limited to two suboptimal methods for analysing 

and anticipating relevant impacts: (1) studying the impacts of 

interventions which we have reason to believe may expose similar 

issues, and where we do have data available, and (2) utilizing 

theoretical and counter-factual accounts to anticipate possible impacts 

of ABTs on personal identity. While we have covered the first method 

above to some extent, we have yet to explore the second. Indeed, some 

may argue, empirical data on sense of self as perceived by patients tells 

us little about how ABTs may really affect identity. This type of 

question concerns not so much how we relate to and experience 

ourselves, our agency, and personality, but focuses on the question of 

persistence: will I be the same person after receiving a ABT as I was 

before? 

To help us understand how identity may be affected in patients 

using ABTs it can be helpful to summarise some of the main 

contemporary philosophical positions on personal identity over time. 

Olson (2023) argues that there are three main schools of thought: 

psychological-continuity theory, “brute-physical” accounts, and (to a 

lesser extent) anticriterialism. Psychological-continuity theory 

typically emphasizes the importance of unbroken or overlapping sets 

of beliefs, memories, preferences, within a person’s mind, while 

brute-physical views point to the persistence of the physical organism. 

Anticriterialism denies that either psychological or physical continuity 

is necessary (at least in all cases), or indeed that there are no valid 

criteria for identity persistence over time (Olson 2023; Merricks 1998).  

Many, not to say most, neuroethicists exploring the impact of BCIs and 

related technologies (i.e. “neuroprosthetics”) will revert to versions of 

the aforementioned philosophical accounts when investigating impacts 

on personal identity – and typically land in some version of 

psychological continuity theory, or a hybrid of psychological 

continuity theory and brute-physical theory. Notably, it is not entirely 

clear that threats to personal identity per se are to be viewed as 

monumental ethical issue. Parfit, one of the more prominent 
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proponents of the psychological continuity view, famously argued that 

personal identity doesn’t matter that much. Indeed, threats to personal 

identity appear to only ever become a problem insofar as we value 

personal identity in relation to other goods. The ethical question about 

ABTs and personal identity thus splits in two: (1) do ABTs threaten the 

identity of patients, and (2) (how much) should we care? 

The answers to these questions (1 & 2) will depend on our 

conceptual and moral-philosophical commitments, some examples of 

which have been outlined above. A more unorthodox but increasingly 

popular take on these problems relies on not limiting the boundaries of 

the self and identity to one’s immediate physical and/or psychological 

continuity, but allows the extension of oneself – of one’s mind, to be 

precise – to external objects. This tradition of thought, made popular in 

western contemporary philosophy by Andy Clark and David Chalmers 

(1998), is commonly referred to as the Extended Mind theory, and 

offers an interesting approach to dealing with ABTs and concerns 

about personal identity. On such an account, any instrument which 

supports our cognitive functions can be viewed as an extension of our 

very minds – and therefore of our ‘selves’, and of our identity1. The 

introduction of cognitive support systems using AI, then, ought not to 

be problematic at all from a identity persistence perspective, so long as 

those systems can (and/or de facto do) serve as tools for thinking – as 

extensions of our minds.
 

 

In order to function well, BCIs generate vast amounts of personal 

and intimate data about the inner workings of our brains and minds. 

These data include neural activity patterns pertaining to thoughts, 

emotions, and intentions. As BCIs become more commonplace in 

neuroscience and psychiatry, and integrated into daily life, the 

potential for unauthorized access to, tampering with, and malicious or 

negligent use of this sensitive information grows, leading to profound 

concerns about privacy and data control. 

Take for instance ‘informed consent’ – a cornerstone of medical 

ethics todays. For consent to be truly informed, patients arguably ought 

to be able to anticipate and comprehend – if not all, then at least the 

most pertinent – possible uses and risks entailed with the recording and 

processing of their neural data. Ensuring that patients understand what 

 
(1) As noted above, while not all accounts of personal identity hold that our minds 

alone are what carries identity through time in persons, most would agree that the 
mind – or whatever it is that holds or embodies that mind – is an important 
component in identity retention (Olsen 2023; McMahan 2001; Parfit 1984).  
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data is collected, how it is in intended to be used, and how it could be 

used, is especially challenging when the consequences of using BCIs 

are not fully understood by the research and health communities, who 

are supposed to safeguard the wellbeing and safety of patients. For 

instance, some argue that we have “a right to mental privacy” – a 

fundamental right to keep one's thoughts and mental states private. 

BCIs are thought to challenge such a right, as BCI interfaces can 

decode thoughts and emotions, potentially revealing an individual's 

internal world. (Ligthart 2023; Susser and Cabrera 2023) AI may add 

further to this set of concerns, in that it complicates the extent to which 

data privacy and control will be tangible to the individual BCI user: 

how exactly the data will be used may be not only difficult to explain, 

but largely opaque and inexplainable due to the AI’s inherent opacity, 

and/or dynamic updating (i.e. machine learning). 

Furthermore, as BCIs gain popularity, they may become 

attractive targets for hackers and (other) malevolent agents. 

Unauthorized access to a person's neural data can have severe 

consequences, including identity theft, blackmail, or even mind 

manipulation (Ienca and Haselager 2016). This raises concerns about 

the potential for coercive or manipulative practices, and highlights the 

need for safeguards. Ensuring the security of BCIs and the data they 

collect thus remains of paramount importance, regardless of whether 

or not an AI is part of the system. BCI researchers and manufacturers 

in general must prioritize the safety and privacy of users, and 

developing robust encryption and security measures for BCIs will be 

essential to protect against hacking and unauthorized access. While 

this is largely thought to be unlikely to change with the increasing 

implementation of AI in BCI systems, it is worth noting that there are 

experimental examples of how AI integration in BCI systems can be 

used to enhance privacy, for instance in Internet of Things 

environments (Giordano et al. 2022; Schiliro et al. 2020). 

However, the ethical issues surrounding data privacy and BCI 

applications do not end with access, but extends to control and 

ownership. Determining ownership of neural data is a complex issue. 

If a person is using a BCI for medical purposes, to what extents does 

(or should) the data belong to the individual, the BCI manufacturer, or 

the healthcare provider? (Naufel and Klein 2020) The lack of clear 

guidelines regarding data ownership can lead to exploitation, where 

corporations or institutions profit from individuals' neural information 

without their consent or benefit. In the case of ABTs, it is becoming 

increasingly clear that the rapid development of the technology has 

outpaced regulatory frameworks. Current laws and guidelines are 

ill-equipped to address the challenges posed by these technologies, as 

highlighted by the heated debates on “neurorights”. (Bublitz 2022; 
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Ienca 2021; Yuste et al. 2021) As dataflows and processing in BCIs 

and ABT systems do not necessarily respect national borders, data can 

easily flow across countries and legal boundaries and jurisdictions. 

Achieving consistency in regulations and standards for BCIs on a 

global scale will be vital to prevent legal and ethical conflicts as 

innovation continues, and governments and regulatory bodies must 

find ways to adapt to ensure that BCIs are developed and used 

responsibly, particularly in the emerging era of ABTs, without stifling 

innovation in a field that holds enormous potential in terms of medical 

utility. Clear and transparent policies regarding data ownership, access, 

and control should be developed, safeguarding individuals’ right to 

decide how their neural data is used and shared. In addition, resources 

ought to be put into place to educate users about how they can control 

and protect their data, and what the trade-offs in sharing it may amount 

to, across domains. Promoting public awareness and education about 

ABTs and their implications on data privacy and control is crucial, as 

informed citizens can make more responsible decisions about their use 

and demand appropriate regulations and safeguards. 
 

 

BCIs offer the prospect of what is often referred to as “human 

enhancement”. On a welfarist account of human enhancement, 

(Savulescu, Sandberg and Kahane 2011; Zohny 2015) human 

enhancement can be defined as any change in biology or psychology 

which promotes or tends to promote human well-being in a given 

social and natural circumstance. Human enhancement involves 

functional enhancements in cognition, emotion and mood, physical 

performance, love, or motivation. 

For example, BCI in the form of Deep Brain Stimulation (DBS) 

has been used to motivate eating in anorexic patients, (Maslen, Pugh 

and Savulescu 2015) raising questions of autonomy and authenticity 

(Pugh, Maslen and Savulescu 2017). But this opens the door to 

machine mediated control of eating and other appetitive functions. We 

may be able to modulate our own desires intentionally, requiring an 

ethic of motivational enhancement. (Maslen, Savulescu and Hunt 

2019) 

The introduction of AI to BCI systems promises to radically 

increase enhancement opportunities. For instance, Large Language 

Models (LLMs) could be connected to BCIs to allow real time 

engagement with personalised models of the person or chosen 

adviser/moral guru. Personalised LLMs of Peter Singer, the Pope, or 

perhaps your favourite moral philosopher or ethicist could be 
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connected to enable moral and prudential dialogue with artificial 

advisers (Mann et al. 2023; Zohny 2023). 

The possibility of directly modifying desire and behaviour via 

BCIs also creates the possibility of enhancement. For instance, 

Delgado famously used DBS to stop a bull charging (Marzullo 2017). 

The same in principle could be done to turn off sexual desire in 

paedophiles, or aggressive dispositions in violent recidivists (Lyreskog 

2013). This raises questions of free will and the “freedom to fall” 

(Harris 2011), but as one of the authors of this paper has previously 

argued, the price of loss of free will might be worth paying in some 

cases of existential or serious threat of harm. (Savulescu and Persson 

2012) AI’s capability to analyse vast amounts of data and situational 

evidence could provide further insights into specific triggers, 

environmental factors, or patterns associated with undesirable 

behaviours, and respond dynamically through the integration of 

feedback loops. By understanding these, it might be possible to 

fine-tune interventions or stimulations to modulate behaviour more 

precisely, ensuring they are applied in the most effective and ethically 

justifiable manner. This would ideally minimize any negative 

consequences while maximizing the desired behaviour change. 

However, as with so many biomedical interventions, there are likely 

drawbacks and trade-offs to be made. 
 

 

BCI use in children has proliferated primarily as part of efforts to 

address neurodevelopmental differences, such as attention deficit 

hyperactivity disorder (ADHD), anxiety, depression and epilepsy 

(Birbaumer et al. 2009; Abarbanel et al. 2009). In particular, 

EEG-based biofeedback, also known as neurofeedback, has grown 

rapidly as a research interest, both to understand the neurological 

features of these conditions, and to develop BCI treatments. In 

neurofeedback treatment, the patient's brain activity is measured 

through EEG, processed in real-time, and a new signal is sent to the 

patient after the computer analyses the EEG data as a response to their 

initial behaviour. This feedback putatively allows the patient to have 

self-control over their brain functions involving cognition and 

behaviour (Enriquez-Geppert et al. 2017).  

Two kinds of BCIs have been used to investigate and treat 

neurodevelopmental differences in paediatric populations: 

 

(1) Electroencephalography (EEG)-Based BCIs 

These BCIs use EEG technology to monitor and modulate brain 

activity. EEG caps or headsets are non-invasive and can detect 
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electrical activity in the brain. For children with ADHD, EEG-based 

BCIs have been explored as a means of enhancing attention and 

emotional regulation. They involve real-time monitoring of 

brainwaves, and through neurofeedback, children can learn to 

self-regulate their brain activity to improve focus and impulse control. 

 

(2) Functional Near-Infrared Spectroscopy (fNIRS) BCIs 

fNIRS BCIs measure brain activity by analysing changes in blood 

oxygenation levels. This technology uses headbands with infrared light 

sources and detectors. These BCIs have shown promise in providing 

real-time feedback to children with ADHD, assisting them in 

achieving better attention and self-regulation. However, they are still 

considered a research tool that is not yet ready for widespread use 

(Marx et al. 2015). 

Considerable differences exist between neurofeedback systems in 

terms of the feedback they provide. Early systems provided just a 

visual representation of the subject’s EEG activity and sounded a tone 

when the desired patterns are produced. Later iterations of 

neurofeedback devices used Go/No-Go systems to motivate simple 

video games, such as Pac-Man. Current systems have become much 

more advanced through software and hardware innovations, such as 

the headband used in fNIRS. Brain activity digitilisation has also 

improved rapidly with the development of new technologies such as 

the Headset Mindwave Mobile hardware, which has been used in 

several studies to collect EEG data while the patients participated in a 

digital game (Faseeha et al. 2018). A novel piece of hardware used in 

this area is the Sanbot Elf humanoid robot, which motivates high levels 

of engagement with the patients, which is seen to positively impact 

treatment effectiveness. In clinical research, the robot was used to 

perform functions determined by the patient, and the other hardware 

components supported the development of activities, providing 

feedback to the users in terms of motion and speech.  

The growth of smart games and gaming more generally has made 

it possible to develop sophisticated gaming software to support the 

treatment of children with ADHD using BCIs. Some of the software 

applications used included Cogoland (Lim et al. 2019), a digital game 

for behavioural training through narratives; and the Mind Race game 

(Faseeha et al. 2018). There is substantial interest in developing BCI 

systems for use in children and young people, both to treat 

neurodevelopmental challenges and to support educational 

progression more generally.2  

 
(2)  E.g., see: https://www.narbis.com/blog/top-ten-neurofeedback-devices/. 
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Safety and efficacy are two pillars supporting a framework to 

ensure that BCI use in children, of the kind discussed above, is ethical. 

Because commercial BCIs that are not used for medical purposes need 

only minimal safety data and no efficacy data, it is appropriate to use 

the available research data to infer safety and efficacy. Recent studies 

report that the benefits and gains observed with the use of BCIs in the 

treatment of children with ADHD have a positive impact on the 

behaviour of the patients in both the family and school contexts (Qian 

et al. 2018), leading to improved socialization of these individuals. 

Other positive outcomes include the use of games to improve attention; 

social skills improvements; and sustained benefits on attention (Guan 

et al. 2020). In addition, Lim et al. (2019) found a decrease in anxiety 

and mood disorder symptoms, specifically internalising symptoms, 

following BCI intervention.  

However, it is important to note methodological challenges with 

BCI research in the above areas, that could compromise study 

outcomes. The possibility of proper blinding and sham control is of 

particular importance, and there has been disagreement in the literature 

about whether it is possible at all (Lofthouse et al. 2012). While at least 

one small NIMH study has found that proper blinding is possible, and 

does not negatively impact study processes or outcomes (Arnold et 

al. 2013), the question cannot yet be said to be truly resolved. One 

challenge is to create an inert sham control, and in the case of 

neurofeedback, researchers provide subjects with random feedback 

instead of feedback contingent on their EEG activity. However, even 

random feedback may reinforce some EEG activity. It is also likely 

that there are effects of study participation in the sham setting, such as 

cognitive training from repeated efforts to pay attention during the 

experiment. A further, complicating issue concerns the reliability of 

neurofeedback technology itself. Spatial resolution of EEG has 

improved, but is still problematic, and measurement of brain signals 

are vulnerable to muscular interference from, for example, blinking, 

movements that tend to be more difficult to control in children (Zander 

and Kothe 2011). In addition, some sensors are sensitive to external 

noise, resulting in distorted measurement However, new systems of 

error detection in the human-system interactions are rapidly coming 

online, with the potential for real-time corrections and feedback 

(Yousefi et al. 2019). 

With regard to safety, neurofeedback with BCIs in children, when 

used in research settings, appears to be relatively safe, if not entirely 

comfortable. In one study of children diagnosed with ADHD, some 

assessed children experienced headaches, sickness, dizziness, 

difficulty paying attention, and motor restlessness. These effects were 

related to the use of headphones, extended need to pay attention, and 
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having to look at the computer monitor (Lim et al. 2019). It seems 

important to note that this data is from studies in which research ethics 

submissions have mandated careful, safe, and monitored use of the 

BCI technology. It is still a question whether these devices can cause 

more serious harms to young children if used, by caregivers or by the 

child, without supervision under different conditions. Moreover, there 

is an active ‘brain hacking’ community that makes BCIs for personal 

use.3 As suggested by the Nuffield Council on Bioethics (2011), data 

on the safety and efficacy profile of novel 27 neurotechnologies that 

are regulated only minimally as medical devices, should be gathered as 

a requirement.   

As noted elsewhere in this paper, autonomy is a key issue in the 

domain of BCI in general. In children, it is particularly appropriate to 

talk about learning to identify and to exercise autonomy in 

age-appropriate ways. The use of 27 neurotechnologies to address 

cognitive and emotional differences in children remains a deeply 

contested area. In the case of ADHD, treatment with stimulant 

medications has motivated a passionate debate about the effects of 

such drugs on children’s developing sense of self and responsibility for 

behaviours and actions. Critics suggest that stimulants drug children 

into obedience and conformity while other research argues that these 

fears are unfounded. (Singh 2013) 

Like psychostimulants, BCI technologies explicitly aim to affect 

neural mechanisms thought to be associated with executive function, 

such as cognitive and, to some extent, emotional, self-control. 

Although neurofeedback is said to promote learning of the child, such 

that they can exercise better self-control, or attention and focus, it is 

not entirely clear how much conscious effort is needed on the part of 

the child who is undergoing neurofeedback training, which is based on 

the principles of operant conditioning. Indeed, a recent study 

investigating the reasons for the high rate of non-responders in BCI 

treatment, argues that participants should be more ‘relaxed’ and less 

‘dogged’ when undergoing training (Weber et al. 2020). Furthermore, 

ethnographic evidence suggests that subjects need to engage in 

minimal effort and should remain passive observers of the process of 

retraining their brains. (Brenninkmeijer 2010) 

While drug therapy has provoked intense discussions and 

polarized opinions, the implications of neurofeedback for children’s 

developing autonomy and understanding of personal responsibility has 

been little discussed. For now, drug therapy is more invasive than 

 
(3) See, for instance: 

https://spectrum.ieee.org/i-built-a-brain-computer-interface-for-tackling-adhd-in-
children 
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neurofeedback; however, the emergence of ABTs suggest that, before 

long, BCI systems may no longer rely on large and bothersome 

external hardware. Neurofeedback thus provides an interesting 

opportunity to study the factors in BCI development that might give 

rise to particular ethical concerns about interventions with and for 

children. 
 

 

In analysing the ethical landscape of BCI in the dawning era of 

sophisticated AI integration, it grows increasingly clear that we are 

working in a space of great uncertainty: we do not know to what extent, 

and in what ways, ABTs will alter our sense of self, autonomy, and 

integrity; we are not sure to how our concept of privacy will change, as 

our most inner thoughts and reactions may become detectable and 

controllable; the impact on developing minds remains uncertain, and 

the difference between therapy and enhancement blurs evermore. As 

we enter this new era, one where we will be thinking with machines, 

the authors of this paper would like to end by urging the bioethics 

community and others to do so with an open mind, and a readiness for 

that the concepts and frameworks of our discipline, which we have 

built and utilised over the last 60-odd years, are likely to be up for 

refurbishment. 
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